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ABSTRACT

Social robots are finding increasing application in the domain
of education, particularly for children, to support and aug-
ment learning opportunities. With an implicit assumption
that social and adaptive behaviour is desirable, it is there-
fore of interest to determine precisely how these aspects of
behaviour may be exploited in robots to support children
in their learning. In this paper, we explore this issue by
evaluating the effect of a social robot tutoring strategy with
children learning about prime numbers. It is shown that
the tutoring strategy itself leads to improvement, but that
the presence of a robot employing this strategy amplifies
this effect, resulting in significant learning. However, it was
also found that children interacting with a robot using social
and adaptive behaviours in addition to the teaching strategy
did not learn a significant amount. These results indicate
that while the presence of a physical robot leads to improved
learning, caution is required when applying social behaviour
to a robot in a tutoring context.

Categories and Subject Descriptors
H.1.2 [Models and Principles]: User/Machine Systems
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1. INTRODUCTION

One-to-one tutoring has been shown to result in signifi-
cantly higher knowledge gains than group education [5, 23].
Given the common school classroom arrangement, where one
teacher is responsible for many children, it is not possible
for teachers to offer as much one-to-one tutoring as would
be desired. This presents an opportunity for social robotics.
A robot tutor could be placed in a classroom to provide
one-to-one support for children. However, it is currently
unclear how a robot should behave in order to elicit the
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greatest learning gains from the children. Indeed, there is
still a debate on how humans cause learning in tutoring [24].

We seek to explore how the social behaviour of robots
can influence learning. This paper considers an experiment
designed to explore the contribution of a robot and its social
behaviour to dyadic educational interactions with primary
school children. Educational interactions are conducted with
and without a robot, where the robot’s behaviour may be
‘social’, or ‘asocial’. Particular attention is paid to the learn-
ing on the part of the children and their social responses to
the robot tutor.

The rest of the paper is organised as follows. Background
and motivations for this work will be discussed (Section
2) before the methodology for the study presented here is
described (Section 3). The methodology will include details of
the participants, conditions and robot behaviour. After this,
results from both the task and video analysis will be presented
and analysed (Section 4). The paper will be concluded with
a discussion of the impact of robot social behaviour on child
learning and what this may mean for future interactions of
this nature (Sections 5 and 6).

2. RELATED WORK

Educational robots have long been of interest within the
field of HRI. Early exploratory efforts demonstrated the po-
tential for robots in education. For example, a robot used to
teach English in a school classroom resulted in an improve-
ment in child learning over a 2 week period [7]. Robots have
also been found to elicit advantages over web- and paper-
based instruction in the home [6]. Large projects have now
turned their attention towards child learning, for example the
ALIZ-E project [3] in Europe, and an NSF funded Socially
Assistive Robotics project in the USA [20].

These projects (and many others) have started to explore
how the tutor behaviour can be manipulated in order to
improve learning gains. Leyzberg et al. showed that the
physical presence of a robot makes a difference to the knowl-
edge gain of adults in an educational puzzle game [14], and
that personalised tutoring strategies can lead to significant
improvement in knowledge gain in the same puzzle task [13].

This paper seeks to further develop these advances by
considering not just personalisation in tutor behaviour, but
also how the social behaviour exhibited by the robot affects
learning. Aspects of social behaviour, such as gestures, have
been used by a robot to attract student attention when they
lose focus, greatly improving their recall of information after
the task [22]. Additionally, neutral and socially supportive



robots have been compared, revealing that children’s learning
improved when the robot was socially supportive [18].

There are many studies which examine the impact that
aspects of social behaviour can have on learning. For example,
changing the language used to be personalised (e.g. changing
‘the’ to ‘your’) can lead to improved knowledge transfer [4, 15].
Human social behaviours are typically thought to increase a
learners’ interest, which is posited as the reason for greater
learning gains in more social interactions [1].

Therefore it would appear to be desirable to make a robot
tutor which is as close as possible to levels of human sociality
in order to maximise the potential learning gains in interac-
tions. This study seeks to explore how the social behaviour
of a robot impacts upon the behaviour and the learning of
children in dyadic interactions. By carefully controlling the
manipulation of the social behaviour exhibited by the robot,
this paper contributes to the field by comparing child learn-
ing when varying robot sociality. The novel learning content
presented here also allows the confirmation of findings related
to the presence of the robot on child learning in a different
context.

3. METHODOLOGY

The methodology of the experiment was designed based on
previous work with child learning in sorting tasks, as in [9],
and with sub-tasks leading to a combination of knowledge in
a larger primary learning objective, as in [13]. The following
section will detail the participants involved, the interaction
scenario, the task structure, the robot behaviour and the
conditions used in the experiment.

3.1 Participants

A total of 53 children had permission to take part in the
study. Due to technical issues, 8 of the children’s data had to
be excluded, leaving 45 children included in the study (23F,
22M). All participants were aged 7 or 8 and from the same
year group at a primary school in the U.K. Participants were
randomly distributed between conditions, whilst maintaining
a balance of gender and mathematics ability (based on their
teacher’s assessment) between the groups. For the split
between conditions, please see Section 3.3. Those in the
robot conditions were requested for permission to film, which
was granted in all but 2 of the cases. One video had to
be excluded from analysis as it was not possible to see the
child’s eyes. Therefore, video analysis was conducted on 20
interactions.

3.2 Interaction Scenario

Interactions took place either in an unused classroom, or
a relatively quiet public space in a primary school in the
United Kingdom. The child was brought into the experiment
area and would be sat facing a robot, an Aldebaran Nao,
with a 27 inch touchscreen horizontally between them (Figure
1). A Microsoft Kinect was placed above and behind the
robot to track the child’s face. Two video cameras were
also positioned around the setup: one to record the child’s
face and actions and another to record the robot’s actions.
The use of a touchscreen mediator [2] allows a consistent,
constrained environment, so the robot’s social behaviour can
be manipulated without impacting on the nature of the task
or the content of the learning [8].

The learning content for the interaction was devised with
the help of primary school teachers from a different school to
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Figure 1: Schematic overview of the interactions un-
der investigation in this paper. Two interactants
(the child and the robot) face one another over the
touchscreen. Two video cameras record the interac-
tants during the studies. A Microsoft Kinect tracks
the child’s face. Two experimenters are in the room,
but out of view of the child. Figure not to scale.

the one where the study took place. The aim was to select a
topic with which children had no prior exposure, but could
be learnt in a relatively short time. Prime numbers were
determined to be an ideal solution. Calculation of whether
a number is prime can be performed by using division (for
more detail see Section 3.2.1). Children of the age used in the
study are familiar with division, but have not been taught
what a prime number is at this stage of their education.

The touchscreen presents different numbers for sorting.
The child can touch the numbers to drag and drop them
into categories. An example library here would display text
labels at opposite sides of the screen, such as ‘prime’ and
‘not prime’; with some numbers in between (Figure 2). The
child can touch these numbers and drag them to the label for
categorisation. The touchscreen sends all state information
to the robot so that the robot knows the child’s moves, and
the robot can make moves itself by synchronising movement
with on-screen animation (the robot does not physically touch
the screen) [2].

3.2.1 Task Structure

The structure for the task was created partly through ne-
cessity for measuring learning and partly through a logical
method of calculating primes known as the Sieve of Eratos-
thenes [17]. The Sieve of Eratosthenes works through a group
of numbers, eliminating non-prime numbers in a methodical
manner to leave only the prime numbers. For the number
range used in this study all composites can be eliminated by
dividing by 2, 3, 5 and then 7.

The task was structured so that appropriate measures
could be taken for both prime number learning and division
learning. Additionally, the task structure allows the exam-
ination of the children’s division skills prior to the prime
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Figure 2: Example of the sorting task used. This is
a screenshot of one of the tests used in the exper-
iment. Children can touch a number, drag it over
the ‘prime’ or ‘not prime’ label and release to make
a categorisation. The number will then shrink and
move into the boxes beside the category label.
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number post-test, which is important as these division skills
are necessary for the calculation of primes (Figure 3).

Pre- and post-tests each consisted of 12 numbers being
presented on screen; 6 were prime and 6 were non-prime
(Figure 2 shows an example test). Both tests avoided numbers
from the prime lesson and had balanced distributions of
numbers across the range being used (10-70).

Each practice library in the division ‘pass one’ consisted
of 8 examples - 4 of which could be divided with no integer
remainder by the number in question, and 4 which could not.
This first pass was used to obtain a measurement for each
child in how well they could divide by each of the divisors
required for the main goal of calculating prime numbers. The
number of examples in division ‘pass two’ totalled 24, but
the distribution between each of the 4 divisors (2, 3, 5 and 7)
was dependent upon the condition and performance in pass
one (see Section 3.4).

3.2.2 Lesson Content

In the second division pass, a lesson was provided for each
of the divisors: 2, 3, 5 and 7. This involved verbal instruc-
tions and categorisations on-screen. Each lesson consisted of
a short verbal overview of the technique, followed by cate-
gorisation of 2 examples with verbal narration explaining the
application of the technique to the examples. One example
could be divided with no remainder, and the other could not.
The lessons were not to teach the concept of the division,
but often to provide a ‘trick’ whereby the division could be
accomplished more easily. The lessons were explanations of
the following concepts:

e Divisible by 2 - the number is even (ends in 0, 2, 4, 6
or 8)

e Divisible by 3 - sum the digits of the number and test
if that divides by 3

e Divisible by 5 - the number ends in 0 or 5

e Divisible by 7 - no trick available; a reminder that a
number in the 7 times table will be divisible by 7

The lesson about primes which took place after the second
division pass used the information from the earlier division

Division First Pass

Dividing by 2 Dividing by 3 Dividing by 5
first pass first pass first pass

-

Division Second Pass

Dividing by 2 Dividing by 3 Dividing by 5
lesson lesson lesson
Dividing by 2 Dividing by 3 Dividing by 5
second pass second pass second pass

Figure 3: Structure of the task used in the interac-
tions, showing robot lesson positions.

lessons to draw together the practice the child had with
dividing by 2, 3, 5 and 7 into calculating whether numbers
were prime. The concept of primes was explained (a number
divisible, with no remainder, by only 1 and itself) before two
worked examples were completed on-screen - one prime and
one not prime. The Sieve of Eratosthenes was adapted to
eliminate numbers one-by-one for categorisation. Children
were instructed to consider each number to be categorised in
turn, attempting to divide it by 2, 3, 5 and 7. If the number
divided by any of these then it was not prime, otherwise it
was prime.

3.3 Hypotheses and Conditions

Given the task described above, we seek to assess whether
a social robot leads to increased learning. Our specific hy-
potheses to address this are as follows:

H1. The division lessons provided to the children in division
pass two will result in significant improvement from
division pass one. This serves as a check that the
lessons provided do actually facilitate learning.

H2. The presence of a robot will result in greater learning
gains than when a robot is not present given equal
information content, as suggested by other studies ([6,
14)).

H3. A more social robot will result in greater learning gains
than a less social robot. This hypothesis is based on
observations of the positive effects of social behaviour in
other HRI studies such as [13] and [18], and psychology
studies such as [1] and [15].

In order to address the hypotheses, four conditions were
devised:

1. Division only [n=11] - division pass one, followed by
division pass two without any lessons. Conducted on
the touchscreen only, with no robot present.

2. Screen only [n=11] - the full interaction as described
in Section 3.2.1, but with no robot present. All feedback
and lesson content is delivered by the speakers in the
screen.

3. Asocial non-personalised robot [n=11] - identical
script to the ‘screen only’ condition, but with the robot
delivering the content. All verbal content and feedback
is given by the robot; the screen now only displays the
numbers for the task. Robot behaviour is designed to
be non-social (see Section 3.4 for full details).



Figure 4: Snapshots taken from the video recordings of interactions. Both the social (left, looking at the
child) and asocial robot (right, actively avoiding the gaze of the child) conditions are pictured to show the

difference in gaze behaviour between them.

4. Social personalised robot [n=12] - a social version
of the full interaction. All lesson content is kept the
same as the asocial robot condition, but the non-lesson
speech is adjusted to be more social. Robot non-verbal
behaviour is also designed to be social.

3.4 Robot Behaviour

Human tutors are known to be effective, using social be-
haviour and adapting to the learning needs of the child. As
such, the social robot behaviour was based on a human tutor’s
behaviour when taking five children through the task on the
touchscreen. Section 3.4 outlines four observed behavioural
dimensions that were implemented on the robot. Whilst
maintaining balance between the conditions, the inverse for
each dimension is used for the asocial robot behaviour in
order to evaluate Hypothesis 3.

The phrases and actions used by the human were observed
and implemented in the social robot model. It is posited
that behaviour is perceived by the child as an integration
of cues [26], meaning that each dimension must be consid-
ered in context of the others. Consequently, personalisation
and social behaviour are considered inseparable in assessing
Hypothesis 3 for this study, following the human model.

Both robot conditions adopted the following basic be-
haviour during the image categorisation portions of the task:

Move Suggestions - During each stage of the interaction,
if the child was hesitant in making moves then the robot
would move a number to the centre of the screen and suggest
that the child work on that number next. The decision about
when to move was probabilistic and cued by the child’s
behaviour. If the child did not make a categorisation for 6
seconds, then there was a 25% chance that the robot would
move, with the decision repeated every 2 seconds until a
move was made - the 6 second timer would then start again.

Categorisation Feedback - The robot would provide
verbal feedback on the child’s categorisations. Not every
categorisation received feedback; there was a 25% chance of
feedback on each categorisation - following the human tutor
model.

Robot Condition Differences.

Verbal Content - The script for the social robot speech
was taken from the human tutor; this was then modified
for the asocial robot by removing any personalisation, i.e.
“Johnny, we’ll do dividing by 2 next” becomes “You’ll do
dividing by 2 next”. We ensured that the total amount of

speech was kept as close as possible between the conditions,
and the lesson content was the same.

When providing speech alongside a suggestion, or when
providing feedback, a number of phrases were available and
selected at random. The asocial robot had only 2 options
for each event (compared to the social robot’s 8), thereby
making it very repetitive.

Gestures - The social robot script used for the introduc-
tion and some of the lessons included iconic gestures. In the
asocial condition, these were placed at inappropriate times,
for example, the robot would wave its arm to greet the child
half way through a sentence, rather than when it says hello
at the start. The same gestures were used in both conditions,
the only difference was their position in the script.

Personalisation - The social robot would use the child’s
name in greeting, just before the post-test and in the goodbye
script. The asocial robot would not use the child’s name at
all. Personalisation of learning content was also provided by
the social robot.

The performance of the child in the first division pass
would dictate how many examples of each division library
they would do in the second pass. A total of 24 numbers
were always used in the second division pass. For the asocial
condition, these were split equally between divisors, so 6
numbers for each of dividing by 2, 3, 5 and 7. In the social
condition a minimum of 3 numbers were used per divisor,
but the remaining 12 numbers were distributed between the
divisors based on how many of each divisor the child got
wrong in the first pass. Therefore, they had more practice
on numbers that they were weaker at in the second pass.

In the second division pass, for each divisor library, there
was also a reminder of the lesson available. In the asocial
condition, this reminder would be delivered by the robot half
way through the categorisations for that library (i.e. after
the 3rd of the 6 categorisations to be made). In the social
condition, the reminder was given after the first incorrectly
categorised image.

Gaze - The social robot gaze was constrained so that it
would generally be looking towards the touchscreen or in
the direction of the child. Additionally, a Microsoft Kinect
was used for tracking the child’s head pose. If the child’s
head pose was directed towards the robot, then the robot
would respond by looking back at the child. In the asocial
condition, the robot was intentionally programmed to look
up and to the side so that the gaze would avoid the child
(Figure 4).
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Figure 5: Improvement between division pass one
and division pass two in percent for the division only
and screen only conditions. Error bars show 95%
Confidence Interval, ** indicates significance at the
0.01 level.

3.5 Procedure

One of the experimenters shown in Figure 1 controlled the
start and end of the autonomous behaviour. This individual
had three responsibilities: 1. to type in the name of the child
for the social robot condition before the child arrived in the
room, 2. to click a button once the child was sat down in
front of the robot to denote the start of the interaction, and
3. to click an ‘emergency’ button if anything went wrong,
where the robot would gracefully end the interaction. All
other robot behaviour was fully autonomous.

4. RESULTS

This section will present the results from each of the con-
ditions in relation to the hypotheses. Learning will be con-
sidered either between the pre-and post-test improvements,
or for division, between the total percent correct in division
pass one and division pass two. The behavioural analysis is
derived from video coding of the child’s gaze as previous work
has highlighted gaze as the primary behaviour of interest
in interactions of this nature [10]. The video coding was
completed by one coder for all videos. Coding was verified by
second-coding 20% of the videos, as in [16], with an average
Cohen’s Kappa of 0.80 signifying substantial agreement [12].

The conditions were split to have an equal balance of ability
based on an estimate by the children’s teacher (higher, middle
and lower tiers). Comparing the approximate ability level
of the children that was provided by their teacher against
their performance in the first division pass (at which point
they’ve had no lesson input), Pearson’s r correlation is 0.638.
This is a good correlation, which confirms that the teacher’s
estimate is reflected in the results of this study and therefore
that the conditions are balanced for ability.

The mean average length of the interactions were: 974s
(95% CI [750s,1199s]) in the asocial robot condition, 1011s
(95% CI [786s,1236s]) in the social robot condition, and 873s
(95% CI [680s,1066s]) in the screen only condition. The
average length of the division only condition (M=452s, 95%
CI [277s,629s]) was much shorter as the robot lessons, pre-test
and post-test add a lot of time.
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Figure 6: Pre-test and post-test scores for the aso-
cial robot, social robot and screen only conditions.
Error bars show 95% Confidence Interval, * indi-
cates significance at the 0.05 level.

4.1 Learning from Lessons

A 2 tailed, unpaired t-test was conducted to compare the
improvement between division pass one and division pass
two in the division only (no lessons) and screen only (with
lessons) conditions (with no robot present). There was a
significant difference in the scores for division only (M=5.40,
95% CI [1.17,9.63]) and screen only (M=14.68, 95% CI
[10.65,18.71]) conditions; ¢(20)=3.114, p = 0.006 (Figure 5).
This shows that the improvement was significantly higher
when the lessons were present, supporting Hypothesis 1. The
result here is not surprising, but it is beneficial to show the
effectiveness of the division lessons.

4.2 Robot Presence

To examine how the robot affects the learning of the child,
we compared the improvement between pre-test and post-
test scores between the screen only and (combined) robot
conditions. All pre-test and post-test scores are out of 12.
None of the children who took part in the study reported to
know what a prime number was before the interaction. As a
result, based on 2 options for each categorisation, it would
be expected that the pre-test scores would be around chance
(50% out of 12 correct).

In the screen only condition a 2 tailed, paired t test reveals
no significant difference between the scores for the pre-test
(M=5.91, 95% CI [4.68,7.13]) and post-test (M =7.36, 95% CI
[5.49,9.24]); t(10)=1.027, p=0.329. However, when a robot
is present there is a significant difference in scores between
the pre-test (M=6.04, 95% CI [5.15,6.94]) and the post-test
(M=7.78, 95% CI [6.61,8.95]); ¢(22)=2.997, p=0.007. This
supports Hypothesis 2, that the presence of a robot will
result in greater learning gains.

To further explore this result, we compared the screen
only pre-test and post-test scores with those in the asocial
robot condition. These two conditions are identical in the
script that is used (the screen plays recorded clips of the
robot voice) and the lack of personalisation. The previous
paragraph showed that there is no significant difference in
pre-test and post-test scores in the screen only condition. For
the asocial robot, the difference is significant when the same



*p=.026

/—/H

£

£
S~

8 12 4
7]

K2

-

]

Qo

o 8
o

wv

©

—

©

2 4
[e]

o

o

N

©

QO o

Social Asocial

Robot Condition

Figure 7: Child gaze towards the robot in seconds
per minute, split by robot condition. Error bars
show 95% Confidence Interval, * indicates signifi-
cance at the 0.05 level.

test is run between scores for the pre-test (M=6.27, 95%
CI [5.00,7.54]) and post-test (M=8.45, 95% CI [6.84,10.07));
t(10)=2.597, p=0.027. This shows that children’s learning
gains are not significant in the screen only condition, but
when the robot is added the learning gains become significant,
providing further support for Hypothesis 2.

However, it should be noted that there was no signifi-
cant difference in the improvement between the screen only
(M=1.46, 95% CI [-1.32,4.23]) and asocial robot (M=2.18,
95% CI [0.54,3.83]) conditions; t(20)=0.442, p=0.664, when
using a 2 tailed, unpaired t test. The fact that the learning
becomes significant when the robot is added, despite careful
control to match the conditions aside from the presence of
the robot, indicates that the robot contributes to the learning
that takes place. This result has been observed many times
before in other contexts, for example [11] and [14].

4.3 Social Condition

As shown in the previous section, the learning gains for
the asocial robot were significant. When conducting a 2
tailed, paired t-test for the social robot condition there is
no significant difference between the pre-test (M=5.83, 95%
CI [4.54,7.13]) and post-test (M=7.17, 95% CI [5.50,8.84]);
t(11)=1.627, p=0.132. Whilst all conditions show improve-
ment between the pre-test and the post-test, the only condi-
tion where the learning gain is significant is with the asocial
robot; both the social robot and screen only conditions show
non-significant improvement (Figure 6). This result contra-
dicts Hypothesis 3, that a more social robot will result in
greater learning gains than a less social robot.

To explore the impact that the learning personalisation
may have had on the results, the lesson reminders and prac-
tice of numbers in the second division pass are considered.
In the asocial condition a reminder of the lesson is given
for each divisor, whereas in the social condition, reminders
are only given when the child makes a mistake. This meant
that in the asocial condition a total of 44 reminders were
given (M=4.00 per interaction; no deviation), whereas in
the social condition a total of 22 reminders are delivered
(M=1.83, 95% CI [0.94,2.73] per interaction). This is not
surprising, as most children can comfortably divide by 2 and
5 at this age; thereby eliminating the need for around half
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Figure 8: Post-questionnaire responses of the chil-
dren when asked what they thought the robot was
like. Eight options, including ‘teacher’ were avail-
able.

of the reminders. When correlating the number of reminders
provided to children in the social robot condition with their
improvement between pre- and post-test score, Pearson’s
correlation 7=-0.418. This is a moderate negative correla-
tion, which suggests that receiving fewer reminders does not
reduce the child’s performance.

Additionally, children in the social robot condition were
given the opportunity to practice more of the numbers that
they were weaker at (following the human model described
in Section 3.4). There is a possibility that this could have
been a de-motivator if they then performed poorly in this
phase of the interaction. However, this seems unlikely as it
is found that there is no significant difference between the
performance in the second division pass between children in
the social condition (M=82% correct, 95% CI [71%,93%])
and those in the asocial condition (M=85% correct, 95% CI
[75%,95%]); t(21)=0.432, p=0.670.

In order to investigate the reasons behind why children’s
learning gains are not as great when the robot is social
compared to when it is asocial, the children’s behaviour
and self-reported view of the robot were analysed. From
video coding of the interactions, it was found that children
look significantly more often at the social robot (M=12.9,
95% CI [10.4,15.3]) than at the asocial robot (M=8.9, 95%
CI [6.9,10.9]); ¢(18)=2.425, p=0.026 (Figure 7). Values
are provided in seconds of gaze at the robot per minute of
interaction; this normalisation allows for comparison across
interactions of different lengths.

The children completed a pre-questionnaire and a post-
questionnaire before and after the interaction. These were
very short, with just 4 questions in the pre-questionnaire
and 2 questions for the post-questionnaire. The question-
naires were used to see what the children expected from the
interactions, and subsequently how they viewed the robot
afterwards. Despite being told by the experimenters several
times before their interactions that they would be taught by
a robot teacher, with the robot script emphasising this point
too, the children in the social robot condition consistently
reported that they thought the robot was a ‘friend’ after
the interaction. The question asked “For me, I think the
robot was like a -” with 8 options available: brother or sister,
classmate, stranger, relative (e.g. cousin or aunt), friend,
parent, teacher, and neighbour.



It was expected that the children would report the robot
to be a teacher (as this is what they had been told), so their
responses were grouped into either ‘teacher’ or ‘not teacher’.
In the social condition, 17% of the children reported the robot
to have been like a teacher, compared to 64% in the asocial
condition. Fisher’s exact test shows that the responses differ
significantly by condition, p=0.036 (Figure 8).

It is clear from the children’s gaze and self-reported re-
sponses that the difference in robot behaviour between condi-
tions has an effect on the children’s behaviour and attitudes
towards the robot. It is suggested that these differences could
account for the difference in learning gains observed between
the social and asocial robot conditions. Whilst the robot is
providing the lesson about prime numbers, it demonstrates
two examples on the screen by highlighting the numbers,
discussing them and correctly categorising them. Therefore,
during this period it is useful to look at the screen. During the
prime lesson the average amount of gaze towards the social
robot (M=26.9 secs/min, 95% CI [22.9,30.9]) is significantly
higher than the gaze towards the asocial robot (M=17.0
secs/min, 95% CI [11.0,23.1]); ¢(18)=2.669, p=0.016. It is
suggested that the additional attention directed towards the
social robot’s behaviour could distract the children from
the content that it is delivering; this possibility is further
discussed below (Section 5).

5. DISCUSSION

From the analysis of the results it is clear that the lessons
for division have a positive effect on the children’s perfor-
mance, supporting Hypothesis 1. This validates part of
the teaching behaviour and demonstrates that the children
have the ability to understand the robot’s voice and apply
knowledge gained from the lessons in the task on-screen.

When the asocial robot is present, despite having the
same content as the screen only condition, the improvement
between pre-test and post-test becomes significant, providing
partial support for Hypothesis 2. This is a demonstration
of the social presence effect; the addition of an agent into
the interaction leads to improvement in task performance,
as observed before in other contexts, for example [11] and
[14]. However, the improvement is lost when the robot
behaviour is changed to become more social. This is a
surprising result, which contradicts both Hypotheses 2 (that
a robot will provide greater learning gains than the screen
alone) and 3 (that a more social robot will result in improved
learning gains).

This result is in contrast to existing studies in the litera-
ture that Hypothesis 3 was based on. As described in Section
3.4, the robot behaviour was derived directly from that of
a human tutor. This necessitates a perspective that inte-
grates behavioural dimensions [26] that emphasises sets of
behavioural competencies (similar to the use by [18]). This
differs from the more typical focus on individual social cues,
as in [15] and [22]. With the interaction context (child-robot
interactions in a school) and task content (learning math-
ematical concepts) also differentiating the work here from
previous studies, this integrated cues perspective may merit
further investigation in terms of the effects on the perceptions
and performance of human interactants.

One possible explanation for the unexpected findings with
respect to learning is that although the children looked at the
social robot significantly more than the asocial robot during
the lesson phase (which could be considered advantageous as

the robot provides the lessons), they were paying attention
to the social behaviour instead of the lesson content. An
alternate explanation is that the social behaviour presented
by the social robot places more cognitive load on the chil-
dren, which may inhibit their capacity to process information
related to the task [21]. It may be that in the long-term,
as the novelty of the social behaviour wears off, the social
robot would then elicit better learning, as indicated by [7].
However, further research is required to explore these ideas
explicitly and in more detail.

5.1 Child Perception and Ability

In Section 4.3 it was shown that children in the asocial
robot condition were more likely to report that they viewed
the robot as a teacher than those in the social robot condition.
The infrequency with which those in the social condition re-
ported the robot to be like a teacher was surprising. The
children were told several times before and during the in-
teraction by both the robot and the experimenters that the
robot was a teacher. It is suggested that there may be two
reasons as to why this was the case. Firstly, it may be that
the directness of the asocial robot conformed more to their
expectations of what a robot teacher would be like than
the social robot, which was less direct in its instructions.
Secondly, the behaviour of the asocial robot may not have
had enough character to change the children’s perception of
the robot as a teacher, whereas the social robot did. Interest-
ingly, there was almost no correlation between the children’s
perception of the robot as a teacher and their performance;
Pearson’s r correlation = -0.11.

There was only a weak correlation (Pearson’s r = 0.13)
between the teacher-provided mathematics ability levels of
the children and their subsequent improvement between pre-
test and post-test. This is somewhat surprising, as one would
expect the higher ability students to progress more given
the same practice as those who were lower ability. This
may highlight a limitation in the adaptiveness of the robot’s
behaviour used in this study. It is possible that a robot which
is more adaptive could better respond to each individuals’
needs and push them more effectively through the Zone of
Proximal Development [25].

Due to the relatively small sample sizes used here, it only
requires 2 or 3 subjects to perform particularly poorly or
well to impact on the significance of the results. However,
there is a trade-off between trying to carefully control the
experiment and get greater subject numbers. Subjects were
selected from the same school and year group so that they
would have similar educational experiences and backgrounds.
Due to limits on the sizes of school classes, it is likely that
to get greater numbers would mean selecting subjects across
multiple schools. This then introduces the risk of large
variability between subjects’ mathematical ability and the
environment in which the experiment is conducted.

5.2 Gender Differences

One interesting aside that was noticed through additional
exploratory analysis are differences between the genders.
These results were not included in Section 4 as they were
not part of the original hypothesis for this study. However,
as an interesting observation they have been included here,
with the suggestion that they may be worth further research.
A significant difference is found between the improvement
between pre-test and post-test of girls (M=2.77, 95% CI



[1.18,4.36]) and boys (M=0.40, 95% CI [-0.85,1.65]) when
interacting with a robot present (both social and asocial
conditions combined); £(21)=2.192, p=0.040. These results
show that the boys barely improved with a robot, whilst the
girls improved quite substantially.

Additionally, girls who interacted with a robot present
(M=2.77, 95% CI [1.18,4.36]) improved more than those
without a robot present (M=-0.40, 95% CI [-3.71,2.91]).
Whilst this difference is not quite significant (¢(16)=1.907,

p=0.075), it seems as though there may be a possible trend.

Gender differences due to social presence have been observed
in other contexts in HRI, such as [19], where females saw a
robot as more machine-like. This could support the argument
that the robot social behaviour distracts from the lesson
content that it is delivering; girls, who may perceive the
robot as less social, therefore outperformed the boys. Whilst
there is not enough evidence here to make firm conclusions
about this point, the effect of gender certainly merits more
research in the context of educational interactions.

6. CONCLUSION

As expected, the use of lessons improved the children’s
performance between the first division pass and the second
division pass, as shown in Section 4.1. Partial evidence
was found in support of the social presence effect. Section
4.2 showed that when a robot delivered the lessons to the
child, the learning was significant, whereas when the same
information was provided by just a screen, without a robot,
it was not. By further breaking down the robot results into
the two different behavioural conditions, it was found that
the learning remains significant with the asocial robot, where
the script is identical to the condition without the robot
present (where the learning was not significant). However,
these positive effects were not maintained when the robot
was more social.

The results here have shown that a robot which is not
appropriately social led to greater learning gains of children in

a maths task than a robot with appropriate social behaviours.

This result contradicts expectations and predications made
based on other studies in the literature (for example [15]
and [18]). It is hypothesised that the social behaviour of the
socially appropriate robot may distract from the content it is
delivering with regards to the learning task, whilst the asocial
robot leads to disinterest, and therefore less distraction from
the learning task. Gaze behaviour of the children throughout
the interaction and specifically during the prime numbers
lesson is used to provide evidence for this suggestion.
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