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Abstract

Since the implementation of gestures for a certain robot generally involves the use of specific information
about it’s morphology, these gestures are not easily transferable to other robots. To cope with this problem,
we proposed a generic method to generate gestures, constructed independently of any configuration and
therefore usable for different robots. In this paper, we discuss the novel end-effector mode of the method,
which can be used to calculate gestures whereby the position of the end-effector is important, for example
for reaching for or pointing towards an object. The interesting and innovative feature of our method is its
high degree of flexibility in both the possible configurations wherefore the method can be used, as in the
gestures to be calculated. The method was validated on several configurations, including those of the robots
ASIMO, NAO and Justin. In this paper, the working principles of the end-effector mode are discussed and
a number of results are presented.
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1. Introduction

In today’s robotics, motions are mostly preprogrammed off-line for a specific robot configuration [33][17][38],
or generated by mapping motion capture data to the robot’s configuration [25] [34] [10]. Since both tech-
niques use specific information about the robot’s morphology, these motions cannot be easily transferred to
other robots. This issue is known as the correspondence problem [9][2]. As a result, when using a different
robot platform, new joint trajectories need to be calculated and implemented. To offer another solution next
to this time consuming methodology, we designed a generic method to generate gestures for different robots.
The method provides a framework to overcome the correspondence problem by describing target gestures
independently of a configuration, and calculating a mapping based on a random configuration chosen by the
user. Such a generic gesture system can be useful for different research teams investigating different topics
of human-robot interaction, since it allows a fast and easy switch between robot platforms. This work fits in
the challenge of the EU-project DREAM of building a complete platform-independent cognitive architecture,
which will allow to extend this flexibility of changing between robot platforms for a complete experimental
protocol.

An alternative technique to generate gestures in a flexible way was proposed by Stanton et al. [32], by
using neural networks to teleoperate a humanoid robot without an explicit kinematic modeling. However,
this technique requires training while the method proposed here is very straightforward in use. In both [29]
and [23], a gesture framework initially developed for virtual agents is applied on a humanoid robot. In [29],
the speech and gesture production model developed for the virtual agent MAX is used to generate gestures
for the ASIMO robot. For a specified gesture, the end effector positions and orientations are calculated by the
MAX system and used as input for ASIMO’s whole body motion controller [11]. Similarly, in [23], gestures
are described independently of the embodiment by specifying features as the hand shape, wrist position
and palm orientation. The specifications for the hand shape and palm orientation are used to calculate
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Figure 1: In the state of the art, gestures are implemented for a specific robot. We propose to use a generic method to generate
gestures for different robot. The method uses a human base model to store target gestures independently of any configuration
in a database, and to calculate a mapping at runtime, based on the robot configuration specified by the user. Two modes are
used to allow for different types of gestures to be calculated. The block mode is used to calculate gestures whereby the overall
arm placement is crucial, like for emotional expressions, while the end-effector mode was developed for end-effector depending
gestures, like for manipulation and pointing. Robots: (a) WE-4RII [18], (b) KOBIAN [38], (c) NAO [5], (d) ASIMO [28], (e)
Myon [13], (f) HRP-2 [15].

values for the wrist joint and fingers. However, the angles for the shoulder and elbow joints are selected
from a predetermined table listing joint values for all possible wrist positions. So although the gestures
are described independently of the robot configuration, mapping these gestures to the robot requires hard
coded joint information. Specifically for manipulation tasks, [22] presented a semi-general approach for
generating natural arm motions for human figures. In their inverse kinematics algorithm which is based on
neurophysiological findings, the problem of finding joint angles for the arm is decoupled from finding those
from the wrist. The sensorimotor transformation model of [31] is used to determine the arm posture, while
the wrist angles are found by assuming a spherical wrist and using orientation inverse kinematics.

The interesting and innovative aspect of the method described here is its flexibility; a maximum degree of
flexibility was pursued for both the desired robot configuration as for the targeted body motion. The result-
ing framework allows calculating different types of gestures, including emotional expressions and pointing
gestures, for a random robot configuration that can be modelled as at least one arm, a body and/or a head.
Since for different types of gestures, different features are important, our method was designed to work in
two modes (figure 1). The block mode is used to calculate gestures whereby the overall arm placement is cru-
cial, like for emotional expressions. The end effector mode, on the other hand, is developed for end-effector
depending gestures, i.e. gestures whereby the position of the end-effector is important, like for manipulation
and pointing. This paper focuses on the end-effector mode. The working principles and results of the block
mode were presented in detail in a previous publication [36] and are briefly repeated in the next subsection
to provide a better understanding of the global method.

1.1. Block mode

In the block mode, the method uses a set of emotional expressions, stored in a database and maps them
to a selected configuration. To ensure a good overall posture, it is not sufficient to only impose the pose
of the end effector, since inverse kinematics for robots with a different configuration and different relative
arm lengths could result in unrecognisable global postures. Therefore, the orientation of every joint complex
the robot has in common with a human needs to be imposed. To do this, we use a simplified model of
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Figure 2: A reference frame was assigned to each block. For the body 1 block, the reference frame is the standard reference
frame. The body 2 and body 3 axes are respectively, the body 1 and body 2 embedded axes. The head and clavicle’s reference
axes are the body 3 - embedded axes. For all other blocks of the arm, the axes are the embedded axes of the previous block.

the rotational possibilities of a human, which we called the base model. This model consist of four chains,
namely a body, a head, and a left and right arm. Each chain consists of one or more joint blocks. The
head consists of 1 block, while the body chain contains 3 blocks, each consisting of 3 joints. The arm chain
consists of four blocks; the clavicle block (2 joints), elbow block (1 joint) and the shoulder and wrist block (3
joints each). A standard reference frame was defined, whereby the x-axis is located in the walking direction
and the z-axis is pointing upwards, and subsequently, a reference frame was assigned to each joint block (see
figure 2). The target gestures are stored quantitatively in the database by specifying the orientation of every
joint block. Information concerning the morphology of a robot or model to be used is specified by inputting
its Denavit-Hartenberg (DH) parameters into the program. The different joints of the robot are grouped
into the chains and blocks of the human base frame, and the rotational information from the database is
mapped to the configuration to calculate a set of joint angles corresponding to the desired gesture. Table
1 shows a calculated posture for a set of robots with significant differences in morphology to illustrate the
flexibility of the method. The first row shows the base model with the targeted gesture, in this case, the
emotional expression of disgust. The remaining of the first column shows the different joint configurations
for the robots ASIMO [14], Justin [27] and NAO [12], while the second column shows the mapped posture
for that configuration. The end posture is clearly recognizable, although differences in the calculated posture
resulting from the different configurations can be detected. A clear example is the different placement of
NAO’s right wrist compared to the other models. NAO’s wrist only contains the joint corresponding to the
pronation and supination. Especially the absence of a joint corresponding to the flexion/extension of the
wrist results in an altered placement. Furthermore, since all robots listed in the table lack the presence of
the clavicle block, the complete left arm is placed a bit lower compared to the target posture shown by the
human model. More information about the block mode can be found in [36].

1.2. End-effector mode

This paper will focus on the novel develloped end-effector mode of the method, which is used for end-
effector dependent movements. In some situations, for example when reaching for an object, the position of
the end-effector is important and specified by the user. This situation is called the place-at condition, whereof
the working principle is covered in section 2. When working with end-effector positions, an important feature
to consider is the workspace of the robot. When a desired position is specified by the user, the method needs
to check rapidly if this point is in reach of the robot. In order to do this, it uses an approximation of the
robot’s workspace. Section 3 covers how this approximate workspace is determined. If the desired point
is in range of the robot, a suitable trajectory towards this point needs to be calculated. This is discussed
in section 4. For pointing towards an object, several end-effector poses are possible to achieve a pointing
gesture to the specified target. The methodology of how a certain pose is chosen for the pointing condition
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Table 1: Results of the method for different arm configurations. The first column shows the joint configuration, while the
second column shows the mapped end posture for the expression of disgust for that configuration.

Configuration Calculated posture

Base model

Config 2: ASIMO

Config 3: Justin

Config 4: NAO
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is discussed in section 5. In section 6, some results of the method are listed. The paper is concluded by a
short summary and a perspective of the future work in section 7.

2. Place-at condition

2.1. Calculating a posture for a specified end-effector position

In the place-at condition, the user imposes the desired end-effector position for the left and/or right arm.
The end-effector is in this case the hand itself. A set of joint angles corresponding to this constraint can be
calculated by solving the well-known inverse kinematics problem. The interesting feature of our method, is
that the framework is constructed very generally and independent of any configuration. Mapping information
is only calculated during runtime by using DH-parameters and rotational information specified by the user.
The desired end-effector position is specified by defining its Cartesian coordinates in the standard reference
frame. The corresponding position in the arm base frame - depending on the configuration, this is most
probably the clavicle or shoulder base frame (see figure 2) - can be calculated by taking into account the
current orientation of the body chain. This position xd can then be used as input for the same closed-
loop inverse kinematics algorithm as used in the block mode to calculate a set of joint angles. Firstly, the
derivative q̇ of the joint angles is calculated [30]:

q̇ = J
†
A(q) (ẋd +K (xd − xe)) +

(

I − J
†
A(q)JA(q)

)

q̇0 (1)

Here, J†
A(q) is the Moore-Penrose pseudo inverse of the analytical jacobian JA(q). Since we only impose

the positional coordinates in xd, JA(q) is reduced to its translational part only. xe is the current end effector
position, and K a positive definite gain matrix. In the highly probable case of an arm chain consisting of
more than three degrees of freedom, the functional redundancy is used to guide the configuration into a
natural posture. In that case; the term (I − J

†
A(q)JA(q)) will differ from zero, activating the influence of q̇0

on the calculated joint speeds. q̇0 introduces the cost function w(q) (see section 2.2):

q̇0 = k0

(

∂w(q)

∂q

)T

(2)

with k0 a positive weight factor. The desired joint angles q are calculated by integrating q̇ with the
Runge-Kutta algorithm [3].

2.2. Natural postures

In case of redundancy, the cost function w(q) will push the configuration into a natural, human-like
posture. The optimization of arm motions using cost functions is widely studied and different types of func-
tions were proposed in the literature. Possible optimization criteria are minimal work [7], jerk [39], angular
dispacement (MAD) [24] or torque [35] [16] [7]. Another possibility is to use the joint range availability
(JRA) criterion [19]. Here, the algorithm will try to find an optimal humanlike posture by keeping the joints
close to their central position, away from their limits [21]:

JRA =
n
∑

i=1

w0,i

(qi − qci)
2

(qmax,i − qmin,i)
2

(3)

where qi is the current value of joint i and qci its center value. qmax,i en qmin,i are the maximum and
minimum joint limits, and w0,i a weight factor for joint i.

Cruse et al. [8] intensively studied the control of arm movements in the horizontal plane. He observed
that the strategies used by human subjects to control the shoulder, elbow and wrist could be simulated by
assigning a cost function to each joint and selecting the arm configuration corresponding to the minimized
sum of the costs. The cost functions appeared to consist of two parabolic branches that could have different
slopes. The minimum of the cost function for respectively the horizontal flexion of the shoulder, elbow
flexion and flexion of the wrist were 0°, 80°and 10°, which are referred to as minimum posture angles. In our
method, we simplified the joint cost functions to parabolic functions, which basically comes down to using
the JRA criterion with minimum posture angles instead of center values:
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Table 2: Minimum values for the joint cost functions. The angles are defined in the reference frames connected to the human
base model (see figure 2) and relative to the standard T-pose.

Block BAU Description Min angle (°)

Clavicle
7 Abduction/adduction of shoulder girdle 0
8 Elevation/depression of shoulder girdle 0

Shoulder
9 Horizontal flexion/extension of shoulder 0
10 Abduction/adduction of shoulder 70
11 Inward/outward medial rotation 0

Elbow 12 Flexion/extension of elbow 80

Wrist
13 Pronation/supination of elbow 0
14 Flexion/extension of wrist 0
15 Abduction/adduction of wrist 0

w =
n
∑

i=1

w0,i

(qi − qmi)
2

(qmax,i − qmin,i)
2

(4)

The minimum posture angles qmi used in our method are listed in table 2.

3. Range of the robot

3.1. Approximation of the workspace

Before calculating a possible trajectory to the specified end-effector position, the possibility of reaching
this position by the current configuration needs to be checked. To decide whether a certain position is
reachable, the method uses an approximate calculation of the workspace. The workspace is modelled as
a part of a hollow sphere whereof the origin coincides with the origin of the shoulder block base frame.
The approximate workspace can then be described by using a maximum and minimum value for the three
spherical coordinates specifying the sphere part. Figure 3 shows an example of a possible workspace of a right
arm. All reachable points in the workspace are located between a minimum radius rmin and a maximum
radius rmax. The polar angle θ and azimuthal angle φ are specified in a reference frame parallel to the
standard reference frame, placed in the origin of the shoulder block. As for the radius, a maximum and
minimum value is specified.

The six parameters specifying the workspace are calculated at the launch of the program. rmax is the
maximum distance of the end-effector of the chain with respect to the shoulder base frame (see figure 4).
With other words, it is the length of the chain when placed in the T-pose minus the length of the clavicle
links. Since the use of joints corresponding to the clavicle block is rare in todays robotics and in any case,
the range of the corresponding joint angles is limited, resulting in a negligible contribution to the workspace
compared to that of the shoulder block, the clavicle block is ignored in this calculation for simplicity reasons.
A similar strategy is used for calculating the inner radius of the sphere; rmin is the minimal distance of the
end-effector with respect to the shoulder base frame. This distance can be determined by selecting the angle
for the elbow joint that results in a maximum flexion, next to the T-pose angles for the other joints, and
calculating the distance between the shoulder base and hand end-effector (figure 5). To specify the minimum
and maximum polar angle θ, we respectively look at the effect of the maximum abduction and adduction of
the shoulder joint on the position of the end-effector of the arm (figure 6). In a similar way, the minimum and
maximum values for the azimuthal angle φ is calculated by considering the maximum horizontal extention
and flexion of the shoulder joint.

This approximation however includes a portion that is not included in the real workspace; when the
shoulder approaches it maximum horizontal extension, not the whole area between the maximum and min-
imum radius can be reached. When observing the horizontal plane crossing the shoulder base frame, the
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Figure 3: Example of an approximated workspace.

Figure 4: Determination of the maximum radius rmax: the maximum reachable distance of the end effector, measured from
the shoulder base frame origin.

Figure 5: Determination of the minimum radius rmin: the elbow joint is placed in maximum flexion while the other joint
angles correspond to the T-pose angles. The distance between the shoulder base frame and end-effector corresponds to rmin.
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Figure 6: Calculation of the minimum and maximum value for θ; the arm is placed in respectively, maximum abduction and
maximum adduction and the angle formed by the end-effector is calculated.

points covered by a circle with the centre point located in the elbow base frame and radius equal to the
length of the lower arm needs fall out the workspace (see figure 7). For most robots, the shoulder joint block
is composed of two joints with an in-line axis, separated by a joint with an axis perpendicular to the link.
In this case, the unreachable points in the 3D workspace are gathered by a sphere with an elbow-base centre
point and a radius of the lower-arm length. Since this is the most common case, it is taken as a reference
to calculate the approximate workspace. Therefore, next to the values for r, θ and φ, also the length of the
lower-arm is calculated and used in the determination of the range.

Figure 8 shows a xy− and xz− cross section of the workspace of NAO. The blue dots indicate the
real workspace, while red dots indicate the calculated approximation. Uncovered blue dots in the left part
of figure 8 result from not taking into account the configurations involving elbow flexion for maximum
horizontal shoulder flexion/extension. The eliminated circle around the elbow is clearly visible in the right
bottom corner of the xy− cross section (left of figure 8). However, some blue dots are visible in this region.
They origin from non-human like postures and do not contribute to proper natural trajectories. In the
right part of figure 8, the posture of Nao reaching maximum extension is superimposed on the xz− cross
section passing the shoulder base frame. For the specific configuration and joint limits of Nao, a small region
of reachable points, highlighted by a black circle, is neglected by the approximate calculation. These are
however points that are not of great interest for pointing and reaching gestures; most probably, such is gesture
is directed towards the space in front of the body. Other uncovered blue dots result from configurations
involving elbow flexion for maximum flexion/extension and do not contribute to natural human postures.

3.2. Evaluation of specified end-effector positions

Since only four variables are used to describe the approximate workspace, it is very fast to evaluate if a
certain end-effector position lies within the possible range of the robot. Therefore, the parameters r, θ and
ψ corresponding to the specified position need to be calculated. The radius r can easily be determined by
calculating the norm of the vector starting at the shoulder base frame and ending in the specified point. By
projecting this vector respectively in the yz-plane and the xy-plane, the angles θ and ψ can be calculated.
To check whether the point is in the range of the robot, these values are compared to the limit values of the
approximate workspace. In case the desired position lies in the hollow sphere-part, the method checks if the
position is located inside the sphere centred around the elbow. In order to do this, the desired position is
rewritten in the elbow base frame, and its norm is compared to the lower-arm length.
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Figure 7: View of the calculated workspace in the horizontal plane crossing the shoulder base frame. The area covered by a
circle with the centre point located in the elbow base frame and radius equal to the length of the lower arm (dotted surface)
needs to be subtracted from the workspace (grey surface). N.b: this is the calculated workspace used in the pointing-condition,
where the end-effector is the finger.

Figure 8: Calculating an approximate workspace. Blue dots indicate the real workspace, red dots the approximation. Left:
xy-cross section passing the shoulder base frame. Uncovered blue dots in the top right result from not taking into account the
configurations involving elbow flexion for maximum horizontal shoulder flexion. The same applies for the dots in the left bottom
corner. The uncovered blue dots located in the circle around the elbow base (right bottom corner) origin from non-human like
postures and therefore do not contribute to proper natural postures. Right: xz-cross section passing the shoulder base frame.
A small region of reachable points, highlighted by a black circle, is neglected by the approximate calculation. Other uncovered
blue dots result from configurations involving elbow flexion for maximum flexion/extension and do not contribute to natural
human postures.
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Figure 9: Schematic representation of the work flow for the place-at condition.

4. Trajectory generation

When the desired end-effector position is located in the workspace of the robot, a trajectory towards this
position needs to be calculated. Different research has shown that, when asked to perform a point to point
hand gesture, humans tend to move their hand along a straight path [6][20][26][4]. Therefore, a logical first
trial for the path is a linear interpolation between the start and end position. However, even if the start
and end point fall within the workspace, it is possible that a part of the trajectory falls out the reachable
range. For a human, this is for example the case when reaching a point close to the chest, starting from the
T-pose. [1] reported that, when a subject was required to produce curved hand trajectories, a curve with low
curvature elements was tried to be approximated. To verify if a linear trajectory is possible, our developed
method checks a set of points on the trajectory to lie in the workspace. In case one of these points fall out
of the range, a curved trajectory to reach the desired location is calculated. This trajectory consists of a
circular arc connecting the start and end position of the end-effector, whereof the exact shape, i.e. the radius
and mid-point corresponding to the circular arc, depends on in which amount the straight path is situated
in the non-reachable zone. If only a small section of the straight path is not reachable by the configuration,
a small correction with respect to the linear trajectory is possible. However, when a large portion of the
straight path falls in the non-reachable zone, to be able to reach the desired end position, the corresponding
arm chain needs to go around this zone, resulting in a path with higher curvature. In that way, a trajectory
with a minimal amount of curvature is calculated for the specified gesture, as close as possible to the linear
path.

Figure 9 summarises how a place-at gesture is calculated: firstly, the desired end-effector position is
calculated in the selected arm base frame. After verifying the reachability of this point, a suitable trajectory
is calculated. For every step in this trajectory, the joint angles can be determined by using the inverse
kinematics algorithm discussed in section 2.
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Figure 10: Schematic representation of the work flow for the pointing condition.

5. Pointing condition

In the pointing condition, the pointing position is specified by the user. In this case, no direct constraint
is imposed on the end-effector; a series of configurations with a specific combination of end-effector position
and orientation can fulfil the pointing constraint. In the pointing mode, the end-effector is the index finger,
in contrast to the hand itself, as used in the place-at condition. When pointing to an object, the index finger
is directed towards the object. This implies that for a certain position of the end-effector, the orientation
is chosen along the connection line between the object and the last wrist joint. Or with other words, the
extension of the end-effector needs to pass the selected target position. To calculate the different possible
postures, the end-effector is gradually virtually extended and the pointing position is imposed on the virtual
end-effector. For every virtual length, the optimal configuration is calculated using the algorithm discussed in
section 2. The previously described cost function finally selects the optimal result by comparing the total cost
of every configuration from the resulting collection of postures. Figure 10 gives a schematic representation of
this process. When the optimal posture is selected, a trajectory towards the final (real) end-effector position
is calculated and the joint angles for each step of the trajectory can be determined.

A simplified diagram of the complete work flow of the program is visualized in figure 11. The method
firstly verifies which mode the user would like to use. When using the block mode, the orientation information
for the desired gestures is loaded from the database and mapped to the selected configuration. When using
the end-effector mode, the method checks which condition is enabled. When a pointing gesture towards a
specific position is desired, the optimal end posture according to the principle of minimal deviation from
the neutral posture is firstly determined. However, in case of a place-at condition, a suitable trajectory is
calculated directly to the mapped end-effector position, provided that it is situated in the workspace of the
robot. If the position is not reachable by the robot, the pointing-condition will be enabled and a pointing
gesture towards the position is calculated.
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Figure 11: Simplified work flow of the complete method.
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Figure 12: Calculated trajectory for a place-at task for the right hand with a start position of (0, 76, 48) cm and end position
of (34,−23, 45) cm. Left: start pose. Right: end pose. Middle: plot of the calculated end-effector position with respect to the
time.

Figure 13: Top view of the calculated trajectory for a place-at task for the right hand with a start position of (0, 76, 48) cm
and end position of (34,−23, 45) cm, superposed on the xy-cross section of the right arm workspace.

6. Results

6.1. Results for the Place-at condition

The method was validated on different configurations. An example of the calculated trajectory for a
place-at task for a 9 DOF arm is shown in figure 12. The arm consists of a 2 DOF clavicle, 3 DOF shoulder,
1 DOF elbow and 3 DOF wrist (virtual model comes from the RocketBox Libraries [37]). The initial pose
(left side of the figure) corresponds to an end-effector position of (0, 76, 48) cm. The middle figure visualizes
the calculated end-effector position with respect to the time when reaching for an end-effector position of
(34,−23, 45) cm. The resulting end posture is shown at the right side of the figure. Figure 13 shows an
xy-view of the same trajectory (blue line), superposed on the xy-cross section of the right arm workspace
for the place-at condition (grey zone). As mentioned in section 4, a first attempt for the trajectory is a
straight path. In this example however, the straight line between the start and end-effector position passes
a non-reachable zone. Therefore, a curved trajectory was used to reach the desired end-effector position.
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(a) (b) (d)(c)

Figure 14: In the pointing condition, an optimal posture corresponding to a desired pointing position is determined by extending
the end-effector gradually between two predefined boundaries, calculating the corresponding end postures, and selecting the
optimal posture according to the cost-function.(a) minimum virtual extension, (d) maximum virtual extension, (b) and (c)
intermediate values of extension. The cost function selected posture (d) as the optimal end posture.

6.2. Results for the Pointing condition

As discussed in section 5, an optimal posture corresponding to a desired pointing position is determined
by extending the end-effector gradually between two predefined boundaries, calculating the corresponding
end postures, and selecting the optimal posture according to the cost-function. In this section, we will
discuss a pointing gesture to the position (60,−20, 30) cm performed by the robot NAO [12] with the T-
pose as the starting posture. Figure 14 shows the calculated end posture for the different iteration steps.
The end-effector is virtually extended between a minimum and maximum value. The minimal extension
corresponds to the difference of the norm of the vector going from the shoulder base frame to the specified
pointing position and the maximum length of the arm. The maximum extension, on the other hand, is the
difference between the norm of this vector and the minimum length. Figure 14 (a) shows the calculated end
posture for the minimum virtual extension whereby the pointing position is visualized by a sphere. Figure
14 (d) visualizes the end posture for the maximum virtual extension, while Figure 14 (b) and Figure 14 (c)
correspond to two intermediate values of extension. The cost function selected posture (d) as the optimal
end posture.

6.3. Place-at condition imposed on different configurations

Table 3 shows the calculated end posture for a place-at gesture at (34,−34, 38) cm for four different
configurations. The first column shows the joint configuration, while the second column shows the calculated
posture for that configuration. The desired end-effector position is visualized by a sphere. In the top row,
a 9 DOF human arm is shown, while configuration 2 shows the ASIMO robot [14]. For both ASIMO
and the human model, the targeted end-effector position was reachable, and a suitable end posture could
be calculated, as shown in the second column. Configuration 3 is that of the NAO robot [12]. NAO is
considerably smaller than the previous models, and as a result, the maximum reachable distance is smaller.
The desired position is located out of the range of the robot. Therefore, the pointing condition is activated,
and a suitable posture for a pointing gesture towards the specified point is calculated.

7. Conclusions and future work

This paper discussed the novel end-effector mode of a generic method for the generation of gestures. To
overcome the correspondence problem, the framework of the method is constructed independently of any
configuration, and mappings are only calculated at run-time, based on morphological information of a robot
chosen by the user. The end-effector mode is used for gestures whereby the position of the end-effector is
crucial. This mode allows calculating postures for two different conditions; the place-at condition, whereby
the user specifies the position of the hand, and the pointing condition, whereby the user specifies a pointing
position towards the robot should point. The method was validated on a set of configurations, including
those of the robots NAO, ASIMO and Justin. The output is here visualized using the virtual model of the
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Table 3: Results of the method for different arm configurations. The first column shows the joint configuration, while the
second column shows the end posture for a place-at gesture at (34,−34, 38) cm.

Configuration Calculated posture

Config 1: 9 DOF
arm

Config 2: ASIMO

Config 4: NAO
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robots. Current work includes implementing the method on real robots. For gestures whereby the overall
posture of the arm is important, such as for emotional expressions, the block mode is used. This mode
was discussed in a previous publication [36]. Future work includes mixing the two working modes, to allow
combining different types of gestures. In the current implementation, when using the end-effector mode for
one arm, the joint angles of the other chains are kept according to the last imposed posture. But when
mixing the two modes, it will be possible to perform, for example, a pointing movement (calculated by the
end-effector mode) while expressing happiness with the remaining chains (calculated by the block mode).
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